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ABSTRACT: Contemporary organizations operate in highly interconnected environ-
ments where they are frequently confronted by the challenge of balancing the
protection of information resources with the need for sharing information. This
tension between the expected benefits and the potential security risks inherent in
the information sharing process, exists in many domains, including business, health
care, law enforcement, and military—yet it is not well-understood. We propose an
information security control theory to explain and manage this tension. We evaluate
this theory through a longitudinal case study of the iterative development of the
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information security policies for a health information exchange in the western
United States. Our study shows that the theory offers a good framework through
which to understand the information security policy development process, and a way
to reconcile the tension between information sharing and information protection. The
theory has practical applicability to many business domains.

KEY WORDS AND PHRASES: ethical control, health care, health information exchange,
information security, security control theory, security exposure control, security
policy development.

Two opposing phenomena create an essential tension in information systems: the
need to share information and the need to protect information. Technological
advances have improved the ability to share and exchange information more effi-
ciently while also increasing the burden of securing this information. The ability to
share information between organizations is a broad, worldwide challenge today. In
the public arena, government-to-government data sharing includes information about
economic development, education, geography, health care, and law enforcement
[20], while in the private arena, organizational data sharing includes the exchange
of information between organizations, suppliers, and customers [45]. Traditional
roadblocks to information sharing have included incompatibility of different systems
and both organizational and legal authority to share information [14]. Such legal
controls included the boundaries of Freedom of Information laws, privacy protec-
tion, trade secrets, and separation of powers between government agencies [69].
Incongruity in commercial objectives has also limited past information sharing
(information integration) among firms [65].
However, the technical, organizational, and political benefits of shared infor-

mation are growing; in fact, information sharing has become the new goal,
enabled by technological advances that make information exchange easier [73].
Information sharing is also being driven by policy changes to promote efficiency
and reduce waste so that the main challenge to information sharing has shifted to
protecting information through cyber security [36]. Ironically, one of the most
prominent areas feverishly demanding better information sharing is cyber security
itself [62].
In this article, we focus on information sharing in health care because of the growth in

the generation and sharing of extremely sensitive health data and the ethical and legal
liability to protect the privacy of health information. The digital transformation of health
care is expected to improve care quality and reduce the costs of providing quality care
[8]. An important element of that process is interoperability (i.e., the ability of health-
care organizations to digitally exchange information). The National Coordinator for
Health Information Technology (HIT) asserts that, “interoperability is necessary for a
‘learning health system’ in which health information flows seamlessly and is available to
the right people, at the right place, at the right time” [52, p. iv]. The value of interoper-
ability has been recognized for some time with the development of community health

INFORMATION SECURITY CONTROL THEORY 1083

D
ow

nl
oa

de
d 

by
 [

U
ni

ve
rs

ity
 o

f 
Fl

or
id

a]
 a

t 0
8:

11
 0

5 
D

ec
em

be
r 

20
17

 



www.manaraa.com

management information systems (CHMISs) in the early to mid-1990s, community
health information networks (CHINs) in the mid- to late 1990s, and regional health
information organizations (RHIOs) in the 2000s [67]. More recently, the 2009 HITECH
Act included nearly $550 million in federal funding for the development of health
information exchanges (HIEs) in every state and U.S. territory. However, the limited
success of these initiatives demonstrates that interoperability remains a challenge in the
interorganizational knowledge exchange of health information [46], and that the route to
effective and sustained interoperability is multifaceted and insufficiently understood
[17].
While integration of information systems is crucial for improving clinical, opera-

tional, and managerial outcomes in health care, security and privacy concerns have
been a significant barrier to adoption [41]. One of the main challenges for inter-
operability is maintaining the security and privacy of the protected health informa-
tion that is transmitted [17, 74]. According to the Identity Theft Resource Center, in
2015, the health-care sector experienced more than one-third of all publicly reported
data breaches [32]. Health-care data are attractive targets for cybercriminals since the
data contain not only sensitive personal information but also financial information.
Additionally, if credit card data are breached, credit cards can be canceled; unlike
credit card numbers, medical data are less perishable and therefore more valuable. In
2016 alone, there were 325 large-scale breaches of health information, which
compromised over 16 million patient records [55]. According to a recent report,
one in every four U.S. consumers have had health-care data breached [1]. Since the
risk of patient data disclosure is considered high, the medical industry is subject to
stricter laws to protect patient information confidentiality [59]. Security breaches can
have serious consequences, not only for patients, through identity theft or disclosure
of private health records, but also for the health-care organizations that stand to be
impacted financially, through loss of reputation, trust, and potential legal and
regulatory consequences.
If we were to compare the cost of a health information breach with other data

breaches, the average cost of a data breach is $4 million at $158 lost per record; the
average cost of a health information breach of just 10,000 records is $7 million
[54] and numerous providers have paid many times more. For example, the 2015
Anthem breach was settled at $115 million [4]. Hospitals, such as Hollywood
Presbyterian and Kansas Heart proved highly vulnerable to a 2016 spate of
ransomware attacks. In at least one case where a ransom was paid, the attackers
only partly restored hospital data, demanding further ransom [61]. A recent review
of security in health care found that the health-care industry is a major target for
information theft because it lags well behind other industries in securing vital data
[42]. Threats to the security of health information are expected to remain high
because of the value of medical records on the black market [19]. This underscores
the high stakes at play in the health-care context and the imperative need for
protecting health information. Therefore, a tension exists between the expected
value of facilitating interoperability and the potential threat of security breaches,
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since the information exchange process could expose patients and providers to
significant harm.
Security controls must be sufficient to protect data, but not restrictive to the point

that they impede interoperability. Creating and sustaining an effective security
program is essential to the achievement of the goal of balancing security and
interoperability. A good security program starts with the development of an informa-
tion security policy [15, 70]. Information security policies have been richly dis-
cussed in the literature. There are studies that focus on security policy development
[22, 25, 37], implementation [39, 53], and effectiveness [23, 26, 29, 34]. However,
none have focused on the impact that the aforementioned tension plays in the policy
development process. Therefore, an important research question for understanding
and explaining what enables effective information exchange is: how is the develop-
ment of information security policies implicated in balancing the essential tension
between sharing and protecting information?
This research answers that question by proposing a theoretical framework that

provides a mechanism for balancing the tension between sharing and protecting
information. We evaluate the framework by investigating how an HIE in the
western United States addressed the tension between protecting and sharing
health information in the development of its information security policies. We
investigate the HIE’s iterative policy development process through the theoretical
lens of security controls reasoning and find that the framework is helpful in
understanding and developing information security policies to support the HIE’s
goal of interoperability, while maintaining the privacy and security of the infor-
mation managed by the exchange.

Theoretical Background

Fundamental goals for information security include the confidentiality, availability,
and integrity of data and the development of controls to support those goals [3, 21].
However, much of the published research on information security is limited in its
consideration of the theoretical foundations that underpin it, and where it does
consider these, it typically makes use of theories that are applicable to a very limited
range of the information security spectrum [60]. For example, economic theories
(i.e., return on investment, internal rate of return, etc.) have been used to explain the
financial value of controls and how that valuation is used to prioritize the decisions
to implement those controls [24]; while general deterrence theory (GDT) has been
used to explain human behavior and the design of controls to combat computer
crime and intentional abuse [64]. Global theories that could broadly explain a wide
range of phenomena in information security are lacking, either because they are not
highly valued, or because information security scholars have tended to focus on very
specific phenomena in their research. In addition, there is a general disconnect
between information security research that engages in security theory development
and empirical information security studies [60]. This research aims to address these
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gaps in the literature by proposing a theoretical framework specific to information
security, yet one that is broadly applicable to a variety of security phenomena, and
then assessing that framework through an empirical investigation thus addressing
both rigor and relevance.
The essential tension identified in our study suggests forms of reasoning that

are neither financial nor deterrent. Rather, it is a tension between sharing and
protecting data. Sharing involves reasoning with an aim to expose sensitive
data to outsiders (i.e., other individuals or organizations). On the other hand,
protecting data is reasoning with an aim to seclude the data. Decision settings
where there may be multiple, conflicting aims and multiple forms of reasoning
have been noted in prior literature in decision analysis [40], health care [27],
education [57], and so on. The purpose of this research is not to replicate prior
research in multi-objective decision analysis, but to explore the two essential,
conflicting objectives in the context of information sharing and information
security. This is important because these conflicting objectives are unique to
information security, especially in health-care settings, where sharing of infor-
mation can provide enormous benefits, while also creating the burden of
information protection.
This research proposes that these conflicting objectives incorporate two interrelated

forms of security reasoning: exposure control reasoning and ethical control reasoning.
The theory is based on the premise that the decision to enact controls to protect
information systems is a fundamental and meaningful outcome of setting information
security policies. Therefore, the decision to adopt an information security policy is an
effective place to begin a search for explanations of otherwise unexplained informa-
tion security behaviors. Exposure and ethics are chosen as the two anchors of controls
policy reasoning because both concepts are prevalent and persistent in the information
security literature [13, 47]. These two forms of control reasoning are often treated
separately, although in most settings they combine to explain how decision makers
decide between which controls to set into policy and which ones to forgo because the
controls are too difficult or expensive to acquire or operate.

Exposure Control Reasoning

Exposure control reasoning is based on the fact that information assets (e.g., end-
user devices, servers, networks, etc.) are inherently exposed to threats (e.g.,
human error, hackers, fires, etc.) Threat exposure includes threats of any potential
exposure, disclosure, breach of confidentiality, or any form of risk exposures that
may arise from inadvertent disclosure [33], external threat sources, or insider
threats. Exposure control reasoning aims to manage those risk exposures [10, 58]
through the identification and placement of controls between assets and threats.
However, this process is complex and challenging because assets and threats may
be linked to each other in a multitude of ways. For example, computer viruses
are threats not only to desktop computing assets, but to computer-controlled
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assets such as scanners, photocopiers, and so forth. Desktop computing assets are
threatened not only by viruses but also by physical theft and network-based
access penetration. Consequently, the addition of security requirements and con-
trols into an information system can be expected to increase the cost and
complexity of the system and its operation. This is why information security
researchers and practitioners must focus on both, the analysis of assets, and the
analysis of threats. Therefore, exposure control reasoning is an important com-
ponent of many formalized approaches to information security.
One form of exposure control reasoning is represented in Figure 1. This figure

represents an insecure system with the set of an organization’s information assets (A)
in relation to a set of information threats (T). The arrows represent edges between
the members of each set. In this case, the edges (T-A) are exposures [28].
Exposure control reasoning aims to control such exposures by creating a set of

controls (C) that protect organizational assets from security exposures. Each control
is inserted to eliminate the edges between threats and assets. The aim is to replace
each T-A edge with a T-C edge and a C-A edge (see Figure 2).

Figure 1. Threat-Asset Exposure Edges (Adapted from Hoffman et al. [28])

Figure 2. Threat-Control-Asset Edges (Adapted from Hoffman et al. [28])
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Ethical Control Reasoning

Ethical reasoning is an area in psychology and management studies that deals
with the process of determining the difference between right and wrong. It is
related to information systems ethics, in our case, because decisions about
adopting security and privacy controls are often made as a rational process of
deciding what is the “right” thing to do: to invest in controls or risk the
compromise [72].
Ethical control reasoning arises in the need to make rational decisions about the

adoption of controls. These decisions rely on ethical reasoning because sometimes
controls are unavailable or too costly in relationship to the likelihood of threats and
the value of assets, or may even have perverse or unintended effects on the defense
of systems [71]. Ethical control reasoning can take a number of forms, but the most
common are utilitarian and deontological reasoning. Utilitarian reasoning focuses on
achieving the greatest good and relies on risk analysis to determine the degree of
hazard to important stakeholders [12]. Virtually all security design methodologies
adopt some form of risk analysis as a central activity for determining whether a
control is justified. Alternatively, deontological reasoning focuses on the moral duty
of adherence to rules, and is used as the basis for compliance with laws and
regulations [12]. For example, HIE privacy and security controls are currently
governed by the 2013 HIPAA Final Rule.
One prevalent form of ethical control reasoning is the typical risk treatment

framework, for example, Jones and Ashenden [35]. Such frameworks map risk
treatments (controls) into categories suitable for different values of threat frequency
and threat impact (see Figure 3). High frequency, low impact threats are given

Figure 3. Risk Treatment Framework (Adapted from Jones and Ashenden [35])
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different treatments than low frequency, high impact threats, and so on. Such
treatment decisions are essentially a form of utilitarian ethical reasoning. Control
treatments are enacted where they do the greatest good, and not where they do little
good. For example, the risk of vandalism by an external hacker is a form of risk that
can be relatively high in frequency, but relatively low in impact. The implementation
of common self-protection mechanisms such as firewalls and VPN access for
external users is an effective response to that threat, whereas cutting off all access
from outside the organization will have little additional benefit, while significantly
impeding legitimate work. The goal is not to eliminate risk, but rather to shift it
down and to the left within the framework without enacting controls that are more
impediment than benefit.

Formulating Policies

Exposure control reasoning and ethical control reasoning interact with each other
in the formulation of information security policies. The creation of information
security policies is a fundamental action in information security as it provides the
basis for an organization’s approach to information security. It is also the founda-
tional document by which procedures and controls are selected and implemented
[6, 16]. Therefore, the application of both exposure and ethical control reasoning in
the development of an information security policy is essential to create a policy
that enables both the sharing and protection of information. Both forms of reason-
ing span consideration for the assets and threats for which security controls must
be implemented, the needs of relevant stakeholders, and the requirements of
requisite laws and regulations.
Research has considered the role [30], importance [68], structure [6], and content

[16] of the information security policy, as well as the relationship between informa-
tion security and compliance [43]. However, none have directly addressed the
essential tension between the need to both share and protect information that is
fundamental to organizations like an HIE. Our theoretical model addresses that
tension and we apply the model to an HIE to understand how the tension is managed
through the information security policy development process in such an
organization.

The Essential Tension

In formulating and applying security policies for an HIE, the policy developers
have to balance the requirements of ensuring interoperability and availability of
information to authorized parties, while at the same time ensuring confidenti-
ality, integrity, and overall security. Policy makers can adopt exposure control
reasoning for controlling the threat of any kind of malicious or accidental
exposure of information that may result in a security breach, including breach
of confidentiality. Similarly, they can use ethical control reasoning to
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rationalize decisions on the appropriate level of controls. However, these two
forms of reasoning must be balanced to both enable the sharing of information
and protecting that information. Thus, exposure and ethical control reasoning,
correspond to the tension between the aims of “sharing” and “protection” in
creating an HIE security policy. Exposure control reasoning aims to develop
complete security and privacy, creating a path to ensure that we protect every-
thing. It offers a mathematical frame that is verifiably complete and secure.
Ethical control reasoning, in contrast, aims to make rational decisions about
what not to protect. It assumes that a fully protected system is expensive and
morally unreasonable. It accepts that there are trade-offs in security, such as the
trade-off between complete security and complete interoperability. It guides the
reasoning across a threshold where some exposures are acceptable. The occur-
rence of these risks is acceptable because such events can be insured, or they
are inexpensive, or they are avoidable in operation, or safeguards are suffi-
ciently effective.
Our identification of this theoretical tension is not intended as a normative sub-

stitute for existing theories and methods of multicriteria decision making. Rather,
this tension helps explicate the knowledge and preferences of the decision maker
[31] that is a necessary input to multicriteria decisions. It offers a clear frame for
illuminating the contradictory inputs to the decision process. Normatively, multi-
criteria decision theories, such as multiple attribute utility theory [7, 40] or the
analytical hierarchy process, can then be employed for the decision-making process
itself [56].

Case Study

A qualitative case study was conducted to evaluate an HIE’s information security
policy development. The HIE in this study, henceforth to be known as WesternHIE,
is located in the western United States and includes participating health-care orga-
nizations across the entire state in which it operates. The HIE was initially formed in
2011 and continues to operate successfully with 129 health-care organizations
currently participating in the exchange, representing a sizable portion of the state’s
health-care community.

Method

This was a longitudinal study that began as an exploration of the role that security
policy development plays in the success of an HIE. Therefore, a qualitative research
approach was employed because it provided the flexibility necessary to pursue
emergent avenues of inquiry as data collection progressed [48, 49]. Following the
first round of data collection, our analysis identified the tension between sharing and
protecting health information and a pattern of shifting focus in policy development
related to that tension. We conducted a second round of data collection almost two
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years after the first, in order to confirm the patterns identified in our initial analysis.
We based our research process on Eisenhardt’s guidelines for building theory
through case study research [18].
Arrangements for data collection were coordinated through the HIE’s executive

director, who was known to the first author. Pursuant to the goals of the study, the
executive director arranged meetings or provided contact information for everyone
still with the organization, or still available for contact, who had participated or was
participating in the HIE’s information security policy development process. Within
that scope of access, semi-structured interviews were conducted, either in person or
over the phone, with HIE staff members and one external consultant.
In qualitative research, semi-structured interviews help guide the participants in

sharing their accounts of events and processes that are relevant to the research
focus, while enabling the researcher to follow new lines of inquiry as the
incoming data suggests. Therefore, while the initial questions (see Appendixes
A and B) were structured to the extent that they focused the conversation on the
security policy development process, subsequent questions were adapted to
pursue emerging ideas both within specific interviews and in subsequent inter-
views [48].
Interviews were conducted in two phases. The first phase took place in early

2015 and included interviews with six staff members and an external consul-
tant. The second phase took place at the end of 2016 where five staff members
were interviewed, only two of whom had been interviewed in the first phase,
the executive director and the project coordinator who had been an HIT intern
in 2015 (see Table 1). All interviews were audio-recorded with the exception of
one, in which the participant asked not to be recorded. For that interview, the
researchers made handwritten notes, as was also done for all recorded inter-
views. In addition to the interviews, documentation was collected and analyzed,
including the different versions of the security policies, policy development
timelines, and the document deliverables at each stage of the policy develop-
ment process.
Analysis of the data started immediately after the initial interview and con-

tinued throughout the data collection processes in both phases. Interview

Table 1. Study Participants

Phase 1 participants Phase 2 participants

Executive director Executive director
HIT director HIE director
Outreach director Assistant HIE director
QIO information security officer New QIO information security officer
Support specialist Project coordinator
HIT intern
External consultant
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transcripts and document data were analyzed by all the authors in an iterative
process of data reduction and conclusion drawing [49] with the initial goal of
identifying elements of the information security development process that
explained how the HIE had been successful in developing and growing the
exchange. Each author would analyze the available data individually looking
for themes and then the group would come together to discuss those themes,
iterating the process until we collectively identified the tension between sharing
and protecting data that the HIE was addressing through controls reasoning that
shaped the development, implementation, and revision of their information
security policies. The second round of data collection served as an evaluation
of the security controls framework and a confirmation that the controls reason-
ing we were seeing in the first phase of interviews continued to hold over time.
The following account details the iterative process that WesternHIE took with
the development and revisions of its information security policies.

HIE Security Policy Development

WesternHIE has gone through four distinct iterations of information security policy
development since the organization was created in 2011. Two of those iterations had
already occurred and the third was in process at the time of the first round of
interviews in early 2015. The fourth iteration was in process at the time of the
second round of interviews in late 2016 (see Figure 4).
Before delving into the details of the case study, we preface those details with a

summary of our findings (see Table 2 and Figure 5). Table 2 provides an overview of
the four iterations of policy development in the case, with quotes that exemplify the
emphasis on exposure control and ethical control reasoning that occurred in each
iteration.
Figure 5 illustrates that the tension between sharing and protecting information

was always present, but that the emphasis on exposure and ethical controls reasoning
shifted through the iterations.

Figure 4. Timeline of Information Security Policy Development Iterations and Study Phases
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Table 2. Summary of Study Findings

Iteration Exposure control Ethical control

1st Bringing together community members
to identify threats.

Focusing on compliance with HIPAA
and state law to establish policies.

We’re taking down what you the
community member think.
(Executive director)

What I always go back to is, what is
the Rule? What is the Privacy Rule?
What is the Security Rule? (External
Consultant)

2nd Expanding policies to account for more
threats.

Focusing on NIST guidelines to
evaluate current policies.

Someone could hack into
[WesternHIE] and use it as a
backdoor into the QIO. (QIO ISO)

I assessed [WesternHIE’s] security
posture based on NIST standards.
(QIO ISO)

3rd Implementing a policy template for
more effective policy articulation.

Reducing policies to ease the burden
on participants to comply.

The first step was developing a
standard template, because there
was lots of variation [in how the
policies were written]. (Support
specialist)

We look for feedback [on the policies].
Is there anything we overlooked or
that would be a concern to them as
participants? (Policy intern)

4th Implementing an LMS to enable more
control over policy training and
compliance.

Further reducing policies to ease
burden on HIE staff to audit policy
compliance.

Now we have a way of enforcing it,
because we don’t give access [to
the HIE] until they complete these
particular training courses.
(Assistant HIE director)

We’re going through these motions
having to monitor this and it’s not
even a functionality that we support.
(HIE director)

Figure 5. Shifting Emphasis on Forms of Reasoning Across the Iterations
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First Iteration

WesternHIE was created by the state’s Quality Improvement Organization (QIO).
The QIO had been approached by several individuals from the state’s health-care
community to take the lead in setting up an HIE for the state. They agreed, but
quickly decided to spin off the HIE both to avoid a conflict of interest and to
generate buy-in from the community because it required them to ask the community
for board members for the HIE. “What better way to get buy-in than to reach out to
our community and say, look, we need board members. You’re going to help shape
and move technology within the state” (HIT director).
The WesternHIE board contracts with the QIO to operationalize the exchange that

includes a management contract, which means that WesternHIE has no employees;
they are instead employees of the QIO. One result of this arrangement is that
WesternHIE does not have a dedicated information security officer (ISO), but instead
makes use of the QIO’s ISO as necessary. This had implications for the information
security policy development process at WesternHIE.
WesternHIE’s HIT director said that most HIEs would set up their governance

structure first, and then select a vendor to provide the hardware and software for the
exchange.

Most HIEs would establish their governance structure and organizational
structure and then go through a vendor selection. . . . We did not do that. We
made a conscious decision to run two parallel paths. One is governance and
how do we set up the infrastructure. The second was . . . we wanted to put the
vendor in place and start getting out to show physicians that this could actually
work. (HIT director)

This created a crossover in WesternHIE’s startup processes because they needed
certain things in place to operationalize the HIE (e.g., privacy and security policies).
Therefore, in the summer of 2011, eight task forces were established by the
WesternHIE board of directors to develop a plan for the major components of the
HIE (e.g., Privacy and Security and Data Use Agreement Task Force, Financial
Sustainability Task Force, Governance and Outreach Task Force, etc.).
The task-force development process was co-facilitated by the WesternHIE executive

director, and an external consultant who served as the expert on HHS Federal Policy.
The task forces comprised WesternHIE staff as well as members of the community
(e.g., the privacy and security task force comprised 13 members that included a
hospital privacy officer who was also an attorney, the director of health information
management at another hospital, the general counsel for a third hospital, a state
Medicaid administrator, the corporate compliance manager for a large physician’s
group, etc.). The diversity of participants was both a benefit and a challenge because,
while multiple perspectives produced a greater range of ideas, each participant also
had to consider others’ perspectives and think more broadly [9, 11].
The task forces met once in July 2011 and twice in August 2011 to discuss their

area of focus and develop a recommendation for how WesternHIE should proceed.
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The privacy and security policy recommendations were driven by the HIPAA
Privacy Rule, Security Rule, and Breach and Notification Rule. There were 42
HIPAA standards that needed to be examined and addressed in the developed
policies. For example, the preamble to the HIPAA Final Rule specifically defines
an HIE as a Business Associate of a Covered Entity. Therefore, the policies had to be
developed keeping that structure in mind. “What I always go back to is, what is the
Rule? What is the Privacy Rule? What is the Security Rule? . . . and we mapped
standard by standard” (External consultant).
There were also state laws regarding security and privacy that the HIE would have

to follow, but those laws were not clear and well-developed at the time the HIE was
being set up. “We had bad statutes and zero regulations on any statutes” (HIE
director).

There was one interpretation of the statute that existed at the time that if you
took the literal language and tried to apply it you would have shut down
electronic exchange of any health data in the state. . . . Everything would have
had to revert to paper if you had taken it with that interpretation and there were
folks who looked at it that way and refused to participate in the HIE until that
got resolved. That, I think, was the one thing that stood out as the biggest
challenge for us in the early days. (HIE director)

In this early stage of the HIE, the tension between protecting and sharing data was
evident. One of the goals was to get the technology up and running, to quickly
generate buy-in from physicians that an exchange could work. At the same time, the
privacy and security task force recognized the need to create security policies based
on HIPAA regulations and state laws to protect the data that would be exchanged.
Both exposure and ethical control reasoning were employed in the parallel paths of
setting up the governance structure for the HIE and getting the exchange running as
a proof of concept for providers.
However, the consultant worried that the ethical reasoning over-excluded both

utilitarian reasoning and exposure reasoning. In other words, the aim to seclude data
was unnecessarily eclipsing the (more strategic) aim to expose or share data. For
example, she noted that with regard to HIPAA compliance by HIE participants,

Many of the hospitals in particular may have developed policies that are more
strict than HIPAA . . . and that can often become a problem because the point
of the HIE is to share the information and share the data in a secure way, but
also you don’t want to put up roadblocks to having providers and others being
able to access information when they need it. (External consultant)

She was not only conditioning the ethical reasoning, that is, filtering a dominant
deontological reasoning with a utilitarian lens. She was also reasoning about accep-
table levels of exposure. For example, there was a recognition that all participants in
an HIE together comprised a collective “weak-link phenomenon.” When one parti-
cipant suffers a data breach, all participants would suffer [51].
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I initially put together several examples of data use agreements, because,
especially in an HIE, it’s very important to have an agreement that goes
beyond a business associate agreement so the HIE has clear written relation-
ships with their providers that are part of the HIE [so] each of those providers
is meeting their obligations to the HIE. (External consultant)

Each task force generated a report for its focus area. These were provided to the
external consultant in September 2011, for aggregation into a full report to the
WesternHIE board of directors. The final report generated by the external consultant
was completed and submitted to the board in October 2011, and represented a
roadmap for how to proceed in building out the HIE. WesternHIE then took that
roadmap and began developing the organizational structures to achieve the goals of
the roadmap. For privacy and security, that meant constructing the actual policies
and procedures.
There was a defined end-date for the initial task forces, but WesternHIE subse-

quently set up two new task forces, one for patient consent, which has since been
twilighted, and policies were written out of it, and one for compliance and audit,
which is an ongoing group. The compliance and audit group is an advisory group set
up by the board to make sure WesternHIE is doing audits appropriately and to
provide advice on what to do in regard to actionable items. The compliance and
audit group is the only community group still in place, but WesternHIE also has an
internal policy committee that meets a couple of times each month.
The initial set of privacy and security policies were written by WesternHIE staff

based on the roadmap constructed by the Privacy and Security and Data Use
Agreement Task Force. At this point, the reasoning shifted from predominantly
one of seclusion, which was deontological in nature, to a more utilitarian focus.
The HIT director noted that writing a policy is easy, but getting staff buy-in is
difficult. “Inevitably you get the GM nod from a lot of staff and then they go back to
doing what they have typically done in the past. . . . How do you take a policy and
make it part of the culture?” (HIT director).
Certain policies also had a more utilitarian focus with regard to the participant’s

needs because the participants would be most impacted by those particular policies.
The consent policy was one in which the participants would be responsible for
gaining consent from patients and therefore the policy development process took
more input from participants.

We met once a month for six months to bring the community back together to
say, okay, you’re going to be the ones getting the consents. Where would this
fit in the doctor’s office? How would you go about this? What would the flow
be? Developing the policy for that, developing the form, developing the fact
sheet that you give to somebody. (Executive director)

At this point, the information security officer, because of the relationship noted
earlier, had not been directly involved in the development of the information security
policies for WesternHIE.
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Second Iteration

In 2013 WesternHIE decided it needed some expert help to evaluate its existing
policies and the information security officer (ISO) offered to take charge of that
process, which kicked off on September 9, 2013. “We needed more [policies], we
needed to make sure what we had was correct . . . we wanted some confirmation,
some validation about what we had done because he’s the expert” (Executive
director).
In addition to the ISO, two other WesternHIE staff members were on the core

evaluation team along with a four-member project steering committee that included
the ISO. The ISO’s plan was to assess WesternHIE’s security posture using National
Institute of Standards and Technology (NIST) guidelines [63] for the evaluation, but
he also looked to outside sources to see what other HIEs around the country were
doing. He felt the evaluation process at WesternHIE was not as well-defined and
structured as he had experienced in other contexts and that the participants were
often distracted with other tasks and did not put enough importance on the evalua-
tion process. He also felt there was a limited awareness by the staff on how to carry
out the process, so he had to spend time educating the other participants on how to
properly conduct the evaluation.
There is a growing presence of exposure control reasoning as the need for

evaluation rises. There is also an introduction of NIST guidelines as a driver of
deontological reasoning to balance the early focus on HIPAA rules. Concerns that
reflect exposure control reasoning include worries that someone could hack a
partner organization in the HIE and use it as a backdoor to compromise other
partners. To overcome this risk exposure, all partners will need to be strong, and
their relationships need to be good enough to maintain a high level of security for
the HIE.
The evaluation included a gap assessment where HIPAA-required best practice

privacy and security policies were compared with WesternHIE’s existing policies.
For example, the policy on permitted use and disclosure existed, but it was con-
sidered “thin” and therefore the team concluded that it should be updated to reflect
the HIPAA Final Rule of 2013, while the policy on receiving and resolving
complaints and or concerns did not exist, and therefore the team concluded that a
policy and procedures should be developed using the best practice example. The
evaluation process lasted four weeks and was completed on October 3, 2013, which
then led to a period of policy writing and revising.

Third Iteration

In late 2014, another round of policy evaluation took place, but this time the ISO
was not involved in the process and it was primarily carried out by a new set of staff
members who were not involved in the 2013 evaluation. “Here’s an area where we
could use some extra eyes and ears. We need to update, we need to review these
[privacy and security policies]” (Executive director).
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At that point, WesternHIE had 60+ privacy and security policies, many of which
had been added as a result of the 2013 evaluation. The evaluation team started by
prioritizing the policies and removing those that were specific to certain procedures,
which helped to reduce the scope of their work. They also found that many were
written from the perspective of a covered entity. The HIE is not a covered entity, but
is instead a business associate of participating covered entities. Therefore, policies
that focused on the HIE as a covered entity could also be eliminated. Finally,
because of their relationship to the QIO, they found that many of the policies
were part of the QIO’s policies that WesternHIE could use indirectly. Therefore,
the ISO had indirect involvement in the process because he had authored many of
the QIO policies that were used in whole or in part by WesternHIE. In addition, they
found significant variation in how the policies were structured, so they developed a
standard template with clear instructions and examples for future policy writers. The
template was based on the experience that some of the team members had with
policy writing in other organizations.
The decision to develop and implement a policy template reflected ethical

control reasoning with a utilitarian focus because the goal was not to reanalyze
the policies from the perspective of threats and assets but to make the policies
easier to read and use by participants. Policy drafting started with the assignment
of a policy owner who could be the person who had identified the need, or
another person in that functional area. The owner of a policy was responsible for
writing the policy and the template made that responsibility much less daunting.
The revised policies were then sent out to the HIE participants for review.
Participants had 45 days to review the policy and submit questions. “We do
send these policies out after they are approved [by the compliance and audit
committee]. We look for feedback, is there anything we overlooked or that would
be a concern to them as participants?” (Policy intern).
This also reflects a focus on ethical control reasoning with a utilitarian goal of

understanding the needs of participants and incorporating those needs, as appro-
priate, into the policies. They originally anticipated that the process would take two
to three months but it ended up taking a year to complete. In the end, the policies
were reduced from 60+ to 14.
Through this process of developing, implementing, and revising the HIE’s

information security policies the list of participant organizations continued to
grow and by early 2015 included as active members of the HIE: 62 physician
offices, 9 acute care hospitals, 7 diagnostic services, and 1 health plan. With that
many participants, each of which is ultimately responsible for the health informa-
tion they share through the exchange, agreement and compliance with the HIE’s
information security policies has not been homogeneous, but the HIE contended
that the general perception and engagement with the process and the resulting
policies have been very positive from the perspective of active participants and the
community at large.
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Fourth Iteration

In 2016, WesternHIE again initiated an evaluation of their information security
policies. The QIO also replaced its information security officer in early 2016 and
the new ISO participated in this latest iteration of revisions. In this iteration, the
focus for policy development was to further clean and refine the existing policies.
The thought was that, while the policies had been significantly revised in the
previous iteration, they still retained significant verbiage from the second iteration
that could be a problem for the organization. “The verboseness of the security
policies, in my estimation, exposed the organization to unintended consequences”
(New ISO).
Specifically, the new ISO felt that the existing policies contained details that should

be reserved for procedures. He explained that the policies should be more general in
their wording because any litigation would focus on what the policies say and the
policies are what regulators would look at when auditing the organization. “It took us
about six months to wade through the policies, to weed out all of the extraneous
words, and to make it very concise and reflective of what we did” (New ISO).
The views of the new ISO reflect a focus on exposure control reasoning, but in the

opposite way that the first ISO had been focused on exposure control. The first ISO
had worried that the organization faced exposures from policies that were not
sufficiently comprehensive, while the new ISO worried that the verboseness of the
existing policies would expose the organization to litigation and audit penalties
because they would not able to follow everything included in those policies.
The level of detail in the policies was also adversely impacting the operationaliza-

tion of the HIE, because those details were requiring unnecessary work that drew
resources away from other parts of the exchange. For example, the audit and
compliance policy contained requirements to perform audits on elements of the
HIE that were not being used.

Our audit and compliance policy spelled out this list; you have to audit all of
these things, and some of them simply weren’t relevant. It doesn’t apply,
nobody does it, we’re going through these motions having to monitor this
and it’s not even a functionality that we support. Why are we explicitly having
to monitor and report on this month after month and quarter after quarter when
it’s never going to change? (HIE director)

In addition to reducing unnecessary work, streamlining the policies enabled the
HIE to take a more flexible approach to accomplishing their goals with regard to
security and privacy.

As we’ve started changing that model it gives us greater flexibility. Here’s the
goal, here’s what we’re trying to mitigate, here’s what we’re trying to monitor
for, here’s what we’re trying to accomplish. And then we have the flexibility at
that point to deploy a greater range of tools or skills sets amongst the team to
accomplish that. (HIT director)
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Those views reflect an ethical controls reasoning with a focus on utilitarian
reasoning where the goal was to reduce the resource requirements for complying
with the written policies and to enable greater flexibility in achieving the goals of
privacy and security that were critical to the success of the HIE.
In 2016, the HIE had also decided to implement a learning management system

(LMS) to better document and control the training that was required by all partici-
pant users. Prior to 2016, the HIE privacy and security policies were given to each
participating organization as a paper or digital document and the organization was
asked to have each of its users read through the policies and acknowledge their
understanding of those policies as part of their HIE training. The organization would
inform WesternHIE when its users had completed the privacy and security policy
training and WesternHIE would then grant access to the HIE for all those users.
Because of that structure, WesternHIE could not confirm that each individual user

had read and sufficiently understood the policies, and they felt it would benefit the
security of the HIE if they could do so. The LMS became the way to enable that
ability because the training had to be completed by each user in the organization
through individual account-based access, which meant that WesternHIE could
enforce individual compliance with the training requirement. Specifically,
WesternHIE would send each user his or her individual HIE access credentials,
but those credentials would not be provided until the user had completed the
required training modules in the LMS, at which point the system would send the
user’s unique HIE credentials. “I think it will improve the end-users’ understanding
of the HIE’s policies, the HIE’s procedures, and our attention to privacy and security
issues and patient consent issues and I think it will bring those topics more into light
for the end-user than they are right now” (HIE director).
The LMS was implemented in February 2016 and WesternHIE began using it to

conduct compliance training as participating organizations added new users or came
up for their annual compliance renewal, although it was still being refined at the end
of 2016.

I think one of our biggest challenges will be, not the enforcement of the policy
course that we’re going to ask our HIE end users to take, but how is it going to
affect their use of the HIE? It is a challenge for us to make it informative, but
not daunting, and that we need to roll it out and maintain and insist that they
do this, without asking them to give up a whole chunk of their day going
through these policies and procedures and training courses. (Assistant HIE
director)

There was general agreement among the WesternHIE staff that the LMS was going
to be beneficial to HIE security. For example, the WesternHIE staff member in
charge of conducting audits explained that the LMS generated detailed data on
training completion whereas, before the LMS was implemented, that information
was only available from the people conducting the training. There was, however,

1100 ANDERSON, BASKERVILLE, AND KAUL

D
ow

nl
oa

de
d 

by
 [

U
ni

ve
rs

ity
 o

f 
Fl

or
id

a]
 a

t 0
8:

11
 0

5 
D

ec
em

be
r 

20
17

 



www.manaraa.com

some concern about pushback from the participants if the training became too
burdensome.

A year from now we may be discussing, what were the challenges and how did
we overcome the insistence on having thousands of people go through these
policy and procedure trainings, and were we successful? It’s walking that thin
line where we need them to do it, but we don’t want to put them into a position
where they say, forget it, I don’t have time for it so I won’t use it. (Assistant
HIE director)

The LMS represented a focus on exposure control reasoning as WesternHIE
realized that its existing methods for confirming that HIE participants had read
and understood the privacy and security policies left it exposed to the potential for
many participant users to be using the HIE without being sufficiently aware of
important privacy and security behaviors and expectations. There was recognition
that implementing the LMS and forcing participants to complete the required train-
ing in a more regimented fashion could possibly drive some participants out of the
exchange; however, the benefits of exposure control outweighed the cost of losing
some participants.
In looking forward, as privacy and security become increasingly important to the

viability of an organization like WesternHIE, they are considering some organiza-
tional restructuring to improve their capabilities in this regard. “Because of all the
threats and the worries and, when is the breach going to come for us? Because it just
seems inevitable” (Executive director).
One planned change will be to hire an ISO for the HIE instead of continuing to

borrow time from the QIO’s information security officer. That will provide them
with a dedicated staff member with appropriate credentials and experience to
manage the security of the HIE. “For what the HIE needs to do is more than what
I can do part time” (New ISO).
They are also considering the need for a higher-level manager of privacy and

security and additional staff support for privacy and security tasks. For example, the
WesternHIE staff member currently in charge of conducting audits noted the need
for additional staff to support the audit process. “I’m doing all of these audits on my
own and it’s only a small portion of my time. I have a million other things to do as
well” (Project coordinator).
These considerations also reflect a focus on exposure control reasoning as the

organization realizes that not having the right personnel could increase its exposure
to the growing number of threats in the environment.
One other change in progress was a shift from being a directed exchange to

becoming a more query-based exchange. Directed exchange is when a participant
connects his or her electronic health record (EHR) to the exchange so that relevant
information can be automatically pulled into the exchange from the EHR or pushed
to the EHR from the exchange. Query-based exchange, in contrast, involves indivi-
dual searches for patient information on the exchange that simply requires a browser
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and a patient identifier to conduct the search. That shift in focus requires changes in
the privacy and security policies.

As we’ve taken the strategy for the HIE into more query-based exchange, as
opposed to directed exchange, that query-based exchange now requires a
different level of auditing at the patient level. Who’s accessing who? When
are they accessing? What’s the appropriateness of access? What’s the reason
for access? Had we stayed very heavily in a directed exchange, had we chosen
a strategy that took us down a robust directed exchange methodology, that
would have impacted those policy requirements. (HIE director)

Here, ethical control reasoning with a utilitarian focus is driving the growth in
query-based exchange as WesternHIE recognizes the value of offering both directed
and query-based exchange to participants. However, exposure control reasoning is
again at play, as WesternHIE realizes that query-based exchange offers greater
opportunities for inappropriate search activity that could compromise the privacy
of patients. Therefore, additional auditing of participant activity will be necessary
going forward.

Discussion

Information sharing is bringing new rewards to many fields, such as commerce,
education, health care, law enforcement, and so on. But perhaps nowhere other than
health care is the tension between sharing information and securing information as
prominent. Having immediate and complete information about a patient is critical for
the success of the health-care provider. But this critical availability can stand in
direct opposition to the need to protect the confidentiality of this information from
the prying eyes of an unauthorized intruder, or from accidental disclosure. A
theoretical framework for managing this tension, one that operates well in health
care, could be a valuable model for managing security of information sharing in
many other kinds of settings.
In order to evaluate our theoretical framework, we analyzed the tension between

sharing and protecting health information in WesternHIE’s information security
policy development process. For this, we considered the ways in which exposure
and ethical control reasoning were used by the members of the HIE to develop their
information security policies and assessed how those two forms of reasoning inter-
acted in the policy development process.
Exposure control reasoning is concerned with the implementation of controls to

separate assets from their associated threats. For WesternHIE this started with an
analysis of the assets and threats that would be relevant to an HIE. In creating the
initial task force for privacy and security, WesternHIE’s decision to include partici-
pants from the health-care and legal domains was predicated on the belief that
diversity would produce a range of perspectives to better identify the relevant assets
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and threats for which controls would need to be defined in the information security
policies.
The second iteration of WesternHIE’s information security policies was initiated

on the belief that the expertise of the information security officer could help identify
gaps in the assets and threats for which the policies were written. Here the tension
between sharing and protecting was most pronounced as the ISO was focused on
protection, while the other members of the HIE were more focused on enabling their
participants to exchange data with fewer restrictions. The result of that assessment
and revision was the expansion of the information security policies to include
controls for additional assets and threats identified by the ISO.
The third iteration, which did not involve the ISO directly, was focused on refining

and consolidating the organization’s policies by applying a uniform template to all
policies and eliminating those that were focused too narrowly on specific procedures
or roles. The belief was that a high number of policies in nonstandard formats would
not be an effective mechanism for securing information assets, because the policies
would be less likely to be read and applied. In other words, reasoning that is focused
too heavily on exposure control can lead to a set of policies that appear to provide
comprehensive guidance on the implementation of controls to protect organizational
assets from security threats, but run the risk of being rarely consulted and therefore
ineffective.
In the fourth iteration, further refinement of the policies took place as the new ISO

recognized the threats associated with including too much detail in the policies.
Here, exposure control reasoning was focused on the threats of litigation and
regulatory audits that verbose policies would produce. The LMS implementation
also represented a focus on exposure control reasoning where the HIE was looking
for a mechanism to better document and control the training required for participant
users to be in compliance with HIE policies for privacy and security. There was
some concern with how the LMS and the training it was designed to enforce would
impact the use of the HIE by participants, but the expected value of improved
compliance and control of user training was substantial enough to not make that
concern a deterrent to implementing the LMS. Exposure control reasoning was also
part of the decision to bolster the security focus of the HIE by hiring a dedicated ISO
and other security-oriented staff members and the need for additional auditing as the
exchanged moved toward greater use of query-based exchange.
Ethical control reasoning is concerned with the rationale for how decisions are

made regarding information security controls. When WesternHIE was created, the
organization was deliberately set up to include board members from the health-care
community and taskforces were created that included a diversity of members from
the health-care community. This represents a focus on utilitarian reasoning in which
the goal was to form a group that would be best positioned to determine how the
HIE should be built to facilitate the greatest good for the community in which it
would operate. In addition, an external consultant was brought in to serve as an
expert on the legal requirements for HIE, which represents a focus on deontological
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reasoning to make sure the HIE was going to be compliant with federal law,
specifically HIPAA and state law.
In the second iteration, the information security officer chose to assess the

information security policies using NIST guidelines for evaluation and followed a
structured approach that would produce a more rigorous and complete set of
policies. He was concerned that the system connections between the HIE and the
QIO would allow someone to hack into the HIE and use it as a backdoor into the
QIO. Therefore, a weak HIE was a vulnerability for the QIO for which he was
responsible. Consequently, the ethical control reasoning of the ISO was focused
primarily on a utilitarian perspective of what was best for the QIO.
The third iteration relied more heavily on deontological reasoning as the HIE staff

strove to work with participants to formulate policies that would work for them. The
consent policy was an example of this where the participants would be the ones
engaging in consent activities so they were consulted more directly on the consent
policy and forms. The goal was to produce a set of policies that were more
accessible to both HIE staff and participants.
In the fourth iteration, ethical control reasoning with a utilitarian focus was seen in

the efforts to remove unnecessary requirements from the policies that would reduce
the workload on HIE staff to be in compliance with those policies and enable the
HIE to have greater flexibility in how it operationalized the policies. Ethical control
reasoning was also driving the growth in query-based exchange as WesternHIE
realized the potential value of increasing its ability to offer access to the exchange
that did not require a full connection to a participant’s EHR.
For WesternHIE, the tension between sharing and protection in the development of

its information security policies was always present, but the reasoning applied to
manage that tension shifted from one iteration to the next. Figure 5, presented at the
beginning of the case study, illustrates how the emphasis on one or both forms of
reasoning shifted through the iterations. The first iteration was probably the most
balanced in terms of how exposure and ethical control reasoning was applied to the
policy development process as the privacy and security task force constructed a
roadmap for the HIE’s initial round of policy development. The second iteration was
much more focused on exposure control reasoning as the ISO attempted to bring
more rigor and a stronger security focus to the policy development process. The
third iteration shifted to ethical control reasoning as the HIE staff saw the number of
policies and their nonstandardized structure as impediments to the use of those
policies by staff and participants and a hindrance to participants in the use of the
HIE. The fourth iteration, like the first, was more balanced in the use of exposure
and ethical control reasoning. Exposure control reasoning drove the new ISO’s goal
of removing the verboseness in the policies to reduce exposure to not complying
with everything in the policies while at the same time that process invoked ethical
control reasoning as the staff recognized the need to reduce the workload-associated
policy compliance. The LMS was implemented to increase compliance and control
over participant training that was a source of exposure to the HIE. This aligns with
the literature that suggests that increased accountability reduces policy violations
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[66]. The HIE was looking to hire additional security staff to better manage security
threats, but it were also increasing the use of query-based exchange to further drive
adoption of the HIE and increase the sharing of data. Thus the LMS was an
additional way for the HIE, beyond traditional security controls, to manage or
control exposure through compliance.
This framework therefore suggests that as organizations develop their information

security policies and more generally consider their information security program,
both exposure and ethical control reasoning are necessary to balance the tension
between protecting and sharing information. This means that focusing on one type of
reasoning over the other, while not necessarily a problem, will shift the focus of the
tension to either sharing or protection. While the tension may not be perfectly
balanced, leaning too far in one direction will often be detrimental to the organiza-
tion as either the ability to share information is weakened or the organization
becomes too exposed to potential threats. In the case of WesternHIE, an early
balance between protection and sharing gave way to an emphasis on protection
(i.e., exposure control reasoning dominates). This emphasis was followed by a
counterbalancing swing to an emphasis on sharing (i.e., ethical control reasoning
dominates). After these two points of emphasis, the balance was restored between
information protection and information sharing. These swings may occur because
too great a focus on protection could drive participants away from the exchange.
Overprotection becomes too much of a burden to participants. Too great a focus on
sharing could also drive participants away if that focus enabled the exchange to be
breached. These findings are important because, while the literature says that ISO
and NIST frameworks are mature, the findings in this study indicate that users cycle
between ISO and NIST frameworks and utilitarian reasoning.
Two additional things stood out as important factors across these four iterations of

policy development and organizational change at WesternHIE. First was the ongoing
process of evaluating and revising the privacy and security policies. The organiza-
tion has never been satisfied with what they have developed and implemented. They
recognize that as time progresses, there is a continual need to revisit and renew what
has been done in the past to make sure that what they have is still relevant, and to
make changes, as necessary, to address new circumstances and opportunities. This
need for ongoing evaluation of security policies and practices is evidenced in the
literature [2].
A second factor was that the executive director was a constant through all four

iterations. She was, in fact, the only person who had been involved through the
entire life cycle of policy development and revisions at WesternHIE. She was a
driver of change and supported the work of her staff in shaping and reshaping the
privacy and security policies, to maintain the balance between protecting the
exchange’s data and enabling the exchange to grow and provide access to that
data to an increasing number of participant organizations. The executive director
recognized the value in bringing together people with a diversity of ideas along with
useful skill sets to develop the exchange and to continue to revise and renew it.

INFORMATION SECURITY CONTROL THEORY 1105

D
ow

nl
oa

de
d 

by
 [

U
ni

ve
rs

ity
 o

f 
Fl

or
id

a]
 a

t 0
8:

11
 0

5 
D

ec
em

be
r 

20
17

 



www.manaraa.com

The literature offers evidence for the value of effective leadership in IT adoption
and assimilation in general [5, 38, 50], but little has been studied on leadership in
information security in particular. This study provides evidence that leadership is an
important characteristic of effective privacy and security policy development. The
stability of leadership in the top position at WesternHIE, and their championing of
this effort, has provided balance in the organization’s ability to both protect and
share information as evidenced by continued growth in participation in the exchange
while maintaining a strong track record of security with no breaches to date. The role
of leadership in driving sustained and successful information security efforts offers
an important avenue for further research.
This research has focused on the tension between sharing and protecting health

information. Although interoperability is important for sharing information, our
examination regarded the security policies rather than the technical aspects of the
interoperability. A future study could examine the specific effect of system inter-
operability on security.
While this research was based on a single case, it was a longitudinal study with

multiple iterations that acted as new instances of organizational reflection and
change. Extending the study to additional sites would enable confirmation of the
theory in those additional settings, but the generalizability of this research is no less
valuable for its focus on one case [44].

Conclusion

The exchange of health information between providers is considered critical to the
improvement of health care both in better care quality and cost reduction. To
increase participation in health information exchange and sustain that participation
over time, health-care organizations and individual consumers must feel confident
that the information shared and accessed through the exchange is secure and private.
The inherent tension in this process between the need to share and desire to protect
health information has impacted the achievement of greater interoperability.
We introduce a theory of information security control that considers the development

of an information security policy, as a foundational and fundamental process in infor-
mation security, through the relationship between exposure control reasoning and ethical
control reasoning. We find that these two forms of reasoning can be used to balance the
tension between sharing and protecting information and that an effective information
security policy development process brings together stakeholders, experts, and prior
codified knowledge. This approach can provide an important foundation for a successful
HIE and help enable more secure information sharing in other arenas that similarly bear
the tension between sharing and protecting critical data.
Our investigation provides several novel contributions. First, we address a gap in the

information security field by offering a theoretically and empirically grounded policy-
making framework for addressing the tension between information sharing and infor-
mation protection. Second, our information sharing security theory bears special
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significance to other industry domains where information sharing is governed by strict
laws due to the specifically sensitive nature of the information. Third, our findings
provide a way forward for promoting the notion of information exchanges that have
traditionally floundered due to the security concerns associated with information shar-
ing. Finally, our theory has strong practical implications for practitioners, both in health
care and other domains, who may use the learning from the iterative security policy
development process to aid their security policy development decisions. They can also
apply the theoretical framework to find a balance between openness and protection that
best aligns with their specific, local, information goals.
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Appendix A: Phase 1 Interview Guide

Timeline

When did you join the QIO?
When did you take on the work with WesternHIE and why did you assume that

role?
What is your current role with WesternHIE?

Historical Account

What do you recall about the environment at WesternHIE when you first got started
with regard to information security and privacy?
What stood out for you with regard to WesternHIE’s privacy and security policies?
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How would you describe the organizational structures that were in place to
facilitate change?
Please describe the process that occurred with regard to making changes to the

organization’s privacy and security policies.
Who was involved in the process and who were the primary drivers of change at

that time?

Current View

What do you see as the current strengths and weaknesses of WesternHIE for
implementing and maintaining a good privacy and security policy?
How is the organization continuing to evaluate and change its policies and

procedures and what mechanisms are in place to ensure that process continues
effectively?
Who is currently involved in the process of evaluating and updating the organiza-

tion’s privacy and security policies?
What mechanisms are in place to ensure that existing policies are being met in

practice?
Who is responsible for enforcement and compliance?

Future Thoughts

Where do you see the organization going with regard to privacy and security?
What changes to the health-care environment might be the most critical for

WesternHIE to look for with regard to maintaining good privacy and security?

Current Policies and Procedures

What responsibilities does the Policy Owner have? Operational oversight?
How is compliance with permitted use and disclosure handled? How do you

ensure that the workforce is only accessing PHI [protected health information] on
an as needed basis?
Who is on the Crisis Communication Team?
Who is on the security incident response team?
What is included in the WesternHIE training program for their workforce and for

participants?
What is a Provider Address Book?
What is the status of partial record consent? Will your vendor offer that or not and

is the state still considering it as a requirement for HIE?
What’s included in the Business Associate Agreement?
How is auditing of the vendor handled?

INFORMATION SECURITY CONTROL THEORY 1111
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Appendix B: Phase 2 Interview Guide

Describe your role at WesternHIE and how that role has changed during your time
with the organization.
Describe your prior experiences that prepared you for your work at WesternHIE.
Explain your involvement in the development and implementation of

WesternHIE’s information security policies since spring of 2015.
How did the process of developing and implementing WesternHIE’s information

security policies relate to your expectations for how that process should occur?
How have WesternHIE’s information security policies changed since spring of

2015 and why were those changes necessary?
Describe any key issues that you encountered in developing the information

security policies for WesternHIE.
Do you feel that WesternHIE’s information security policies are effective in their

current form?
Describe any key issues that you encountered in implementing the information

security policies for WesternHIE.
Explain how WesternHIE’s information security policies are enforced and audited.
How successful has WesternHIE been in achieving its goals as a health informa-

tion exchange?
From your perspective, what are some of the primary challenges that WesternHIE

has experienced in achieving its goals.

1112 ANDERSON, BASKERVILLE, AND KAUL

D
ow

nl
oa

de
d 

by
 [

U
ni

ve
rs

ity
 o

f 
Fl

or
id

a]
 a

t 0
8:

11
 0

5 
D

ec
em

be
r 

20
17

 


	Abstract
	Theoretical Background
	Exposure Control Reasoning
	Ethical Control Reasoning
	Formulating Policies
	The Essential Tension
	Case Study
	Method
	HIE Security Policy Development
	First Iteration
	Second Iteration
	Third Iteration
	Fourth Iteration
	Discussion
	Conclusion
	References
	Appendix A: Phase 1 Interview Guide
	Timeline
	Historical Account
	Current View
	Future Thoughts
	Current Policies and Procedures

	Appendix B: Phase 2 Interview Guide

